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ABSTRACT

Modeling contaminant and water flow through soil requires accurate estimates of soil hydraulic properties in field scale. Although artificial neural networks (ANNs) based pedotransfer functions (PTFs) have been successfully adopted in modeling soil hydraulic properties at larger scales (national, continental, and intercontinental), the utility of ANNs in modeling saturated hydraulic conductivity (Ks) at a smaller (field) scale has rarely been reported. Hence, the objectives of this study are (i) to investigate the applicability of neural networks in estimating Ks at field scales, (ii) to compare the performance of the field-scale PTFs with the published neural networks program Rosetta, and (iii) to compare the performance of two different ensemble methods, namely Bagging and Boosting in estimating Ks. Datasets from two distinct sites are considered in the study. The performances of the models were evaluated when only sand, silt, and clay content (SSC) were used as inputs, and when SSC and bulk density (pB) were used as inputs. For both datasets, the field scale models performed better than Rosetta. The comparison of field-scale ANN models employing bagging and boosting algorithms indicates that the neural network model employing the boosting algorithm results in better generalization by reducing both the bias and variance of the neural network models.

Estimating the hydraulic properties of soils is of paramount importance for modeling contaminant and water flow through the vadose zone. Hydraulic properties also play an important role in partitioning the rainfall into runoff and soil moisture components. Soil hydraulic properties are usually measured in a laboratory using representative soil samples from the study area. Since the hydraulic properties exhibit large variations within a spatial domain, large numbers of soil samples are required to characterize the hydraulic properties of the study area. Laboratory estimates of hydraulic properties are complex and time-consuming; therefore, the interest in using PTFs to estimate the hydraulic property of the soil is increasing (Rawls and Brakensiek, 1983; Cosby et al., 1984; Saxton et al., 1986; Vereecken et al., 1990; van Genuchten et al., 1992; Leij et al., 2002).

Pedotransfer functions relate hydraulic properties to easily measurable or more widely available soil parameters (Bouma, 1989). A detailed review of different PTFs is given by Wösten et al. (2001). Pedotransfer function models include traditional regression models (Wösten et al., 1995; Rawls et al., 1991) and ANNs (Schaap et al., 1998; Schaap and Bouten, 1996; Pachepsky et al., 1996; Minasny et al., 1999). A detailed review of ANNs and their application in predicting soil hydraulic properties can be found in Tamarai and Wösten (1999).

Schaap et al. (1998) showed that ANNs performed better than four published PTFs in estimating water retention data and six published PTFs in estimating the saturated hydraulic conductivity (Ks). The dataset used by Schaap et al. (1998) is derived from 4515 laboratory samples taken from 30 sources in the USA. Pachepsky et al. (1996) showed that the neural networks and regression models performed similarly in predicting the water retention parameters based on a dataset of 230 soil samples. Minasny and McBratney (2002) proposed a new objective function for neural network training, which predicted the parameters of the parametric model and optimized the PTF to match the observed and measured water contents. The study made use of 862 soil samples collected across Australia. Minasny and McBratney (2002) showed that their new objective function improved the performance of the neural network model when compared with the models employing traditional objective functions, in which the networks were optimized to fit the model parameters. Schaap et al. (2001) proposed a computer program, Rosetta, which implemented five hierarchical PTFs for the estimation of water retention and the saturated and unsaturated hydraulic conductivity. Rosetta is based on neural network analyses combined with the bootstrap method. The dataset used for constructing Rosetta was derived from soils in temperate to subtropical climates of North America and Europe. Most of the above discussed studies include a large number of samples obtained from a national scale, and it has been demonstrated that the ANNs are robust in predicting the hydraulic properties.

Traditionally, hydraulic properties are estimated from PTFs that were developed elsewhere (Tietje and Hennings, 1996; Tietje and Tapkenhinrichs, 1993). Hence, PTFs have been developed at various scales, including national (Nemes et al., 2003), continental (Wösten et al., 1999; Nemes et al., 2003), and intercontinental scales (Nemes et al., 2003). Nemes et al. (2003) showed that the PTFs developed at one scale were not suited for other scales. Moreover, they suggested that deriving PTFs from a small set of relevant data, when available, was more appropriate than using PTFs derived from a
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large but more general dataset. Also, according to Bastet et al. (1999), a particular PTF cannot be applied to the entire soil horizon; therefore, researchers should establish the validity of a PTF before adopting it. Pedotransfer functions developed at a large scale are best suited for global climate modeling, but might be of little use for modeling chemical transport and soil water balance on a farm field. The importance of the above considerations can be seen in the following example. Romano and Palladino (2002) examined the prediction of soil hydraulic properties along two linear transects based on soil physical properties and terrain information. Although efforts have been made to develop PTFs at large scales, little research has been conducted to evaluate the performance of ANNs in estimating saturated hydraulic conductivity (\(K_s\)) at field scale. Moreover, although the utility of the bagging algorithm in improving the generalization ability of ANNs models has been reported in various studies (Schaap et al., 1998, 2001; Nemes et al., 2003; Minasny et al., 2004), the ability of comparing the performance of the field-scale PTF with the published neural networks program Rosetta, and (3) evaluating the relative performance of field-scale ANNs models employing bagging and boosting algorithms.

**MATERIALS AND METHODS**

**Artificial Neural Networks**

Feed-forward neural networks (FF-NNs) are the most widely adopted network architecture for the prediction and forecasting of geophysical variables (Maier and Dandy, 2000). Typically, FF-NNs consist of three layers: the input layer, hidden layer, and output layer. The number of nodes in the input layer corresponds to the number of inputs considered for modeling the output. The input layer is connected to the hidden layer with weights that determine the strength of the connections. The number of nodes in the hidden layer indicates the complexity of the problem being modeled. The hidden layer nodes consist of the activation function, which helps in nonlinearly transforming the inputs into an alternative space where the training samples are linearly separable (Brown and Harris, 1994). The most commonly used activation function is the sigmoidal transfer function as it is a bounded, monotonic, nondecreasing function that provides a graded, nonlinear response. The hidden layer is connected to the output layer. Detailed review of ANNs and their application in water sciences can be found in Maier and Dandy (2000) and in ASCE Task Committee on Application of Artificial Neural Networks in Hydrology (2000a).

The structure of the three-layered FF-NN used in this study is shown in Fig. 1. The neural network model consists of \(j\) input neurons, \(k\) hidden neurons, and \(l\) output neurons. Symbolically, the ANN architecture shown in Fig. 1 can be represented as \(ANN(j,k,l)\). The FF-NN adopted in this study makes use of the log-sigmoidal activation function in both the hidden layer and the output layer. In Fig. 1, \(W_{jk}\) represents the connection weight between the \(p\)th input neuron and \(k\)th hidden neuron. Similarly, \(W_{kl}\) represents the connection weight between the \(k\)th hidden neuron and \(l\)th output neuron. Parameters \(b_k\) and \(b_l\) represent the bias of the corresponding hidden and output layer neurons. The role of bias in a neuron is to displace the original functional domain by a magnitude equal to that of the bias and thereby translate the area of influence to its activation state. If \(x_j\) represents the input variables and \(y_l\) represents the output variables, then the inputs are transformed to output by the following equations (Haykin, 1999):

\[
y_l = f_l \left( \sum_{k=1}^{K} w_{lk} f_1 \left( \sum_{j=1}^{J} w_{jk} x_j + b_k \right) + b_l \right)
\]

\[
f_l(p) = \frac{1}{1 + e^{-p}}
\]

where \(f_1(\cdot)\) represents the log-sigmoidal activation function. The log-sigmoidal activation function helps in squashing the inputs between 0 and 1. One of the important issues in the development of a neural network model is the determination of optimal number of hidden neurons that can satisfactorily capture the nonlinear relationship existing between the input and the output variables. The number of neurons in the hidden layer is usually determined by the trial-and-error method with the objective of minimizing the cost function (ASCE Task Committee on Application of Artificial Neural Networks in Hydrology, 2000a). The typical cost function used in training FF-NNs involves minimizing the mean sum of squares of the network errors (MSE). In Eq. [3], \(y_i\) and \(y_i'\) represent the measured and computed counterparts, and \(n\) represents the number of training instances. A systematic search of different network configurations and user-adjustable parameters is performed to ascertain the optimal network architecture, with the objective of minimizing the cost function. The optimal network architecture is the one which results in the least cost function.

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_i')^2
\]

The development of a neural network model demands two operations, namely, (i) training and (ii) testing. Training is a
process by which the connection weights between different layers and the bias values of the neural networks are optimized by minimizing the cost function. Since Rosetta uses Levenberg–Marquardt algorithm (Demuth and Beale, 2000), for a rational comparison of the proposed field-scale models with Rosetta, the same algorithm is adopted in this study to determine the optimal combination of connection weights and biases of the field-scale models. Once trained, the neural network model can be tested on an independent dataset that has not been used during the training process. More information on the Levenberg–Marquardt algorithm can be found elsewhere (Haykin, 1999).

One of the important properties of any neural network model is its generalization ability; that is, the ability of the neural network model to accurately predict the data that are not used for training the model. Recent theoretical and empirical studies have shown that the generalization ability of the neural network model can be improved by combining several neural network models in redundant ensembles. Hence in this study, the ANNs model is coupled with “bagging” (Breiman, 1996) and “boosting” (Schapire, 1990) algorithms, where several redundant ensembles of ANNs, created based on a statistical resampling technique (Efron and Tibshirani, 1993), are combined together to generate a unique output.

Bagging

Bagging (Breiman, 1996) is an acronym for “bootstrap aggregation.” Using bagging, various datasets are generated from multiple realizations of the training dataset and these datasets are trained using different neural network models. The outputs from each of the neural network models are combined together to give a unique output. Moreover, bootstrapping allows the generation of an uncertainty estimate for each predicted value, which in turn aids the evaluation of the reliability of the model. The following paragraph outlines the methodology for carrying out bagging.

Suppose the training dataset consists of instances \((x_i, y_i), \ldots, (x_N, y_N)\), where \(x\) and \(y\) are input and output variables, respectively. It is desired to obtain \(B\) bootstrap datasets. As a first step, each instance in \(T\) is assigned a probability of \(1/N\), and the training set for each of the bootstrap member \(T_B\) is generated by sampling with replacement \(N\) times from the original dataset \(T\) using the above probabilities. Hence each bootstrap dataset \(T_B\) may have many instances in \(T\) repeated several times, while other instances may be left out. Individual neural network models are then trained on each of \(T_B\). Therefore for any given input vector, the bootstrap algorithm provides \(B\) different outputs. The bagging estimate is then calculated by finding the mean of \(B\) different model predictions and the bagging uncertainty is estimated by finding the standard deviation of the \(B\) different model predictions.

Boosting

Compared with bagging, boosting algorithms (Schapire, 1990; Freund and Schapire, 1996) achieve improved performance by producing a series of neural networks trained with a different distribution of the original training data. The algorithm trains the initial neural networks with the original dataset and the training datasets for successive neural network models are assembled based on the performance of the current neural network model. If predicted values obtained from the current neural network model differ significantly from their observed values, the observed values will have higher probability of being selected in successive neural network models. In this way, the network is focused on learning hard patterns, thereby improving the performance of the neural network model. In this study, the boosting algorithm ADABoost.R2 proposed by Drucker (1999) is adopted. ADABoost.R2 is a variation of the adaptive boosting algorithm, ADABoost.R proposed by Freund and Schapire (1996). Drucker (1999) showed that, in most cases, the ADABoost.R2 algorithm performed better than bagging in terms of prediction error when applied to ANNs. The ADABoost.R2 algorithm (Drucker, 1999) is detailed below.

Assume that the training dataset \(T\) consists of \(N\) instances \((x_i, y_i), \ldots, (x_N, y_N)\), where \(x\) and \(y\) are input and output variables, respectively. Initially each value in the dataset is assigned the same probability value so that each instance in the initial dataset has an equal chance of being sampled in the first training set; that is, sampling distribution, \(D_t(i)\) at step \(t = 1\), is equal to \(1/N\), over all \(i\), where \(i = 1\) to \(N\). Iterate the following, while the average loss \(L_t\), defined below, is less than 0.5 or a preset number of networks \(t\) are constructed.

1. Populate the new training set \(NewT_t\) from the original training dataset \(T\) using the distribution \(D_t\).
2. Construct a new network \(k_t\) and train it using \(NewT_t\).
3. Calculate the maximum loss, \(L_{max}\) between the actual value and the network output \(k_t(x, y)\) over the initial training set \(T\) where:
   \[ L_{max} = \sup_i \left( k_t(x_i, y) - y_i \right), \text{over all } i \]  
   Where \(\sup()\) represents the maximum value of a set.
4. Calculate the individual \(L_{at}\) loss for each element in the training set:
   \[ L_{at} = 1 - \exp \left( - \frac{|k_t(x_i, y) - y_i|}{L_{max}} \right) \]
5. Calculate the weighted average loss, \(\bar{T}\):
   \[ \bar{T} = \sum_{i=1}^{N} L_{at}D_t(i) \]
6. Set \(\beta_t\):
   \[ \beta_t = \frac{\bar{T}}{1 - \bar{T}} \]
7. Update the distribution \(D_t\):
   \[ D_{t+1}(i) = \frac{D_t(i)\beta_t^{(1-L_{at})}}{Z_i} \]
   Where \(Z_i\) is a normalization factor chosen such that \(D_{t+1}\) is a distribution.
8. Increment \(t\) by 1

For any given input vector, the boosting algorithm provides \(B\) different outputs, similar to bagging. Hence the boosting estimate and boosting uncertainty are estimated by finding the mean and standard deviation of the \(B\) different model predictions. The main difference between the neural network models employing the bagging and boosting algorithm is as follows: in the boosting algorithm, the distribution of the training set changes adaptively based on the performance of the previously created network, while the bagging algorithm changes the distribution of the training set stochastically. Although the boosting algorithms have better generalization ability than the bagging algorithms, the latter algorithm has the advantage of training the ensembles independently, hence in...
parallel. In this study, in-house codes for bagging and boosting algorithms were developed using MatLab (the Mathworks, Lowell, MA). The performances of the models were evaluated when only sand, silt, and clay contents (SSC) were used as inputs, and when SSC and bulk density \( \rho _{b} \) (SSC + \( \rho _{b} \)) were used as inputs. Using bagging and boosting algorithms, several redundant ensembles of ANNs, were created based on a statistical resampling of inputs (SSC and SSC + \( \rho _{b} \)), and are combined together to generate a unique output (\( K_s \)). For both bagging and boosting algorithms, the optimal ensemble size, \( B \), was found to be 30, using the trial-and-error method. Also, the number of hidden neurons in the networks employing bagging and boosting algorithms was determined using the trial-and-error method. Results from trial-and-error analysis indicated that the predictability of neural networks did not improve significantly with use of more than two hidden neurons. Hence the optimal number of hidden neurons for neural network models employing both bagging and boosting algorithms was two. Herein, the neural network model using the bagging algorithm will be referred to as Field(Bagging) and that using boosting algorithm will be referred to as Field(Boosting).

**Performance Evaluation**

The performances of the different models are evaluated based on (i) root mean square error (RMSE), (ii) mean relative error (MRE), and (iii) mean residual (MR). RMSE, MRE, and MR statistics are calculated using Eq. [9], [10], and [11] respectively, where \( n \) represents the number of instances presented to the model and \( y_i \) and \( y'_i \) represent measured and computed \( K_s \) values, respectively.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - y'_i)^2} \quad [9]
\]
\[
MRE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - y'_i}{y_i} \right| \quad [10]
\]
\[
MR = \frac{1}{n} \sum_{i=1}^{n} (y_i - y'_i) \quad [11]
\]

Since logarithmic values of \( K_s \) are considered, the corresponding RMSE, MRE, and MR statistics are dimensionless. Each of the above performance statistics provides different information about the predictive ability of the models. The RMSE statistic indicates only the model’s ability to predict away from the mean (Hsu et al., 1995). RMSE gives more weight to high \( K_s \) values because it involves square of the difference between observed and predicted values. The MRE provides an unbiased error estimate because it gives appropriate weight to all magnitudes of the predicted variable. The closer to one is the ratio of predicted to measured, the smaller the MRE. This aspect of relative error is found to give a more appropriate assessment and comparison of different models (Legates and McCabe, 1999). The MR is a measure of prediction bias, with a negative and positive value of MR indicating underprediction and overprediction, respectively.

The best model should be unbiased (MR = 0), have the smallest MRE and have smallest overall dispersion (RMSE). In addition, the uncertainty or standard deviation among realizations of predicted values using Bagging or Boosting should be small. The uncertainty estimate, unlike the RMSE, MRE, and MR statistics, indicates the reliability of the \( K_s \) estimates. When no independent hydraulic data are available, calculation of RMSE, MRE, and MR statistics is not possible because it requires the measured \( K_s \) value. However, uncertainty estimator can still provide the measure of reliability for the \( K_s \) predicted by model. In this study, we consider these criteria equally important. Hence, to access the overall performance of each model, a rank score technique (Pandey and Nguyen, 1999; Shu and Burn, 2004) is adopted. To calculate the rank score, the models are ranked from best to worst according to the performance indices. Supposing that there are \( p \) models under consideration, a score of 1 is assigned to the best model and \( p \) for the worst model. For each model, the scores for the different performance indices are summed to obtain the overall performance score \( R_o \) for the model. Supposing that there are \( q \) indices, then the overall rank scores are in the range \([q, pq]\). \( R_o \) is then normalized to obtain the normalized rank score \( R_n \) using the following equation, where the normalized rank scores are in the range \([0, 1]\), and an \( R_n \) close to 1 represents a model with good performance.

\[
R_n = \frac{pq - R_o}{pq - q} \quad [12]
\]

**Site Description and Sampling**

**Case Study I: Smeaton**

The Smeaton research site is located at Smeaton, SK, Canada (53° 40' N and 104° 58’ W). The soil at the site is classified as Gleyic Luvisol with texture dominated by sandy loam developed from glacio-fluvial and fluvial-lacustrine sands and gravels. The topography of the site is gently undulating and the climate is classified as cold and sub-humid. The long-term annual temperature, rainfall, and potential evapotranspiration are 0.1°C, 393 mm, and 530 mm, respectively (Anderson and Ellis, 1976).

A north-south transect of 384-m length was established on a gently sloping land with a variable texture and organic C content (Si and Zeleke, 2005; Zeleke and Si, 2005). After preliminary observations, a 3-m sampling interval was marked along the transect and core samples were collected in September, 2003 using 54-mm-diam. by 60-mm-long aluminium rings. All the 128 cores were used to determine the sand, silt, and clay content; and the bulk density (\( \rho _{b} \)) of the soil. Hydrometer method (Gee and Bauder, 1986) was used to determine the particle-size distribution. Saturated hydraulic conductivity (\( K_s \)) of the undisturbed core samples was determined using the constant head method (Klute and Dirksen, 1986). Of the 128 samples, two were considered outliers and the remaining dataset (126 samples) is split into training and testing datasets.

The dataset is split in such a way that every third instance appears in the testing set and the remaining instances make up the training set. This data segregation is performed to account for the spatial variability of the soil properties within both the training and testing datasets. The statistics of the entire data set, along with the dataset used for training and testing are given in Table 1. Before modeling \( K_s \) using neural networks, the values of \( K_s \) are logarithmically transformed to avoid bias toward high conductivities. While sand content and \( \rho _{b} \) showed the least variation, clay content showed the highest variation. Moreover the training and testing datasets have similar statistical properties (Table 1).

**Case Study II: Alvena**

The Alvena research site is located at Alvena, SK, Canada (52° 31’ N and 106° 01’ W). The dominant soil type is an Aridic Ustoll and the landscape is classified as hummocky. The long-term annual temperature, rainfall, and potential evapotranspiration are 2.2°C, 350 mm, and 624 mm, respectively (Si and
Farrell, 2004). Undisturbed soil samples are collected along transect of 612 m length with a variable texture. The sand, silt, and clay content, along with the bulk density, were determined from these soil samples. Similar to the previous case study, particle-size distribution was determined based on the hydrometer method, and \( K_s \) was determined using the constant head test. Of the 78 samples, the training and testing datasets were selected similarly to the previous case-study. The training and testing sets consisted of 52 and 26 samples, respectively.

The statistics of the entire dataset, along with the dataset used for training and testing, are given in Table 2. While silt content ranged from 44 to 63\%, clay content ranged from 20 to 41\%. Compared with the previous case study, the \( \log_{10}(K_s) \) for the Alvena site showed higher variability. The coefficient of variation (CV) of \( \log_{10}(K_s) \) for Alvena and Alvena dataset is 0.14 \( \log_{10}(cm \ d^{-1}) \) and 0.24 \( \log_{10}(cm \ d^{-1}) \), respectively. The statistics of training and testing dataset are similar (Table 2).

### RESULTS AND DISCUSSION

For the Smeaton case-study, the performance statistics of different models, when only three (SSC) inputs were used and when four (SSC + \( p_b \)) inputs were used in predicting \( K_s \), are presented in Table 3. Since Wösten (1990) recommended that the use of indirect methods for estimating hydraulic properties should be accompanied by the uncertainty of the estimation, the average uncertainty of the predicted \( K_s \) during both training and testing is also reported in Table 3. Along with RMSE, MRE, and MR statistics, the uncertainty statistics are also considered in calculating the rank score. The rank score presented in Table 3 is evaluated based on the performance of different models during testing.

When SSC was used as inputs for training, the field-scale models performed better than Rosetta (Table 3). This is expected because Rosetta is trained outside the field-scale dataset. However, the field-scale models also outperformed Rosetta in the testing set. The RMSE, MRE, and MR statistics achieved by Rosetta model were 0.26, 0.11, and 0.15 respectively, with an uncertainty value of 0.16 \( \log_{10}(cm \ d^{-1}) \). The field-scale models resulted in relatively smaller MR values than that of the Rosetta, indicating that the field-scale models were less biased. Also, the field-scale models resulted in smaller uncertainty values, thereby imparting more confidence to the predicted values. The field-scale models using different algorithms, the Field(Bagging) and Field(Boosting), resulted in similar MREs. Nevertheless, the Field(Boosting) model performed relatively better in terms of RMSE and MR. This is consistent with the findings of Drucker (1999), who reported that the ADABoost.R2 algorithm had better generalization property than the bagging algorithm. The Field(Boosting) algorithm resulted in an RMSE, MRE, and MR of 0.22, 0.09, and 0.07 respectively. Also, a less uncertainty value of 0.04 \( \log_{10}(cm \ d^{-1}) \) was achieved by both Field(Boosting) and Field(Bagging) models.

Along with SSC, when \( p_b \) was also used as one of the inputs (SSC + \( p_b \)) in predicting \( K_s \), in general the performance of all the models improved considerably in terms of RMSE, MRE, and MR. With RMSE, MRE, and MR statistics of 0.19, 0.08, and –0.07, Rosetta showed the maximum improvement when \( p_b \) was added as input (Table 3). The Rosetta model, which overpredicted (positive MR) \( K_s \) when SSC was used as inputs, resulted in underprediction (negative MR) when SSC + \( p_b \) were used as inputs. Also the uncertainty in Rosetta model estimates dropped from 0.16 \( \log_{10}(cm \ d^{-1}) \) to 0.12 \( \log_{10}(cm \ d^{-1}) \) when \( p_b \) was added. However, opposite results were obtained in the case of field-scale models. When \( p_b \) was added to the inputs, the estimated uncertainty increased from 0.04 \( \log_{10}(cm \ d^{-1}) \) to 0.11 \( \log_{10}(cm \ d^{-1}) \) in the case of Field(Bagging) and from 0.04 \( \log_{10}(cm \ d^{-1}) \) to 0.10 \( \log_{10}(cm \ d^{-1}) \) in the case of Field(Boosting). Comparing the performance of Rosetta with the field-scale models, Rosetta resulted in the least RMSE statistics. However, the uncertainty estimates are larger than the field-scale models. The Field(Boosting) model resulted in the least MR and uncertainty statistics of 0.04 and 0.10 \( \log_{10}(cm \ d^{-1}) \). In general the overall performance of different models, as measured by their rank scores, indicated that the Field (Boosting) model performed better than other models, when either SSC or SSC + \( p_b \) was used as inputs.

Figures 2 and 3 show the scatter plots between the measured and computed \( K_s \) using different models when SSC and SSC + \( p_b \) were used as inputs. In general, Rosetta underpredicted \( K_s \) when SSC were used as inputs and

---

### Table 1. Statistics of the entire dataset along with the dataset used for training and testing (Smeaton).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Entire Dataset (N = 126)</th>
<th>Training (N = 84)</th>
<th>Testing (N = 42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>g cm$^{-1}$ × 100</td>
<td>Min. 90.00</td>
<td>24.00</td>
<td>16.00</td>
</tr>
<tr>
<td>Silt</td>
<td>g cm$^{-1}$ × 100</td>
<td>Min. 46.00</td>
<td>63.00</td>
<td>55.00</td>
</tr>
<tr>
<td>Clay</td>
<td>g cm$^{-1}$ × 100</td>
<td>Min. 20.00</td>
<td>41.00</td>
<td>29.00</td>
</tr>
<tr>
<td>( p_b )</td>
<td>cm</td>
<td>Min. 1.11</td>
<td>2.35</td>
<td>1.33</td>
</tr>
<tr>
<td>( K_s )</td>
<td>( \log_{10}(cm \ d^{-1}) )</td>
<td>Min. 0.74</td>
<td>2.90</td>
<td>1.88</td>
</tr>
</tbody>
</table>

### Table 2. Statistics of the entire dataset along with the dataset used for training and testing (Alvena).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Entire Dataset (N = 78)</th>
<th>Training (N = 52)</th>
<th>Testing (N = 26)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>g cm$^{-1}$ × 100</td>
<td>Min. 52.50</td>
<td>86.30</td>
<td>65.00</td>
</tr>
<tr>
<td>Silt</td>
<td>g cm$^{-1}$ × 100</td>
<td>Min. 13.30</td>
<td>42.50</td>
<td>30.30</td>
</tr>
<tr>
<td>Clay</td>
<td>g cm$^{-1}$ × 100</td>
<td>Min. 0.50</td>
<td>15.00</td>
<td>4.90</td>
</tr>
<tr>
<td>( p_b )</td>
<td>cm</td>
<td>Min. 1.10</td>
<td>1.52</td>
<td>1.32</td>
</tr>
<tr>
<td>( K_s )</td>
<td>( \log_{10}(cm \ d^{-1}) )</td>
<td>Min. 1.13</td>
<td>2.29</td>
<td>1.86</td>
</tr>
</tbody>
</table>
overpredicted $K_s$ when SSC + $\rho_b$ were used as inputs. However, the prediction trends of both the field-scale models were similar for both the input conditions (Fig. 2 and 3).

For the Alvena case-study the performances of different models as measured by RMSE, MRE, MR, along with uncertainty estimates, when SSC or SSC + $\rho_b$ are used as inputs, are presented in Table 4. As with the previous case study, the rank score calculated based on the performance of different models during testing is also presented in Table 4. When SSC alone was used as inputs, the field-scale models outperformed Rosetta during both training and testing (Table 4). The MR statistics indicated that the field-scale models were less biased than Rosetta. Rosetta overpredicted $K_s$ and the field-scale models underpredicted $K_s$. The uncertainty estimate was 0.10 log$_{10}$(cm $d^{-1}$) for Rosetta, 0.09 log$_{10}$(cm $d^{-1}$) for Field (Bagging) and 0.10 log$_{10}$(cm $d^{-1}$) for Field (Boosting). The Field (Boosting) model performed better than the Field (Bagging) model in terms of MR. However, the Field (Bagging) model resulted in smaller uncertainty value than Field (Boosting) model. Based on the rank score, the performances of both the field-scale models are similar.

When SSC + $\rho_b$ were used in estimating $K_s$, the field-scale models again outperformed Rosetta (Table 4). Rosetta resulted in RMSE, MRE, and MR estimates of 0.86, 0.42, and 0.60, respectively. An uncertainty of 0.12 log$_{10}$(cm $d^{-1}$) was achieved by the Rosetta model. The Field (Boosting) model performed better than the Field (Bagging) model and the Field (Boosting) model resulted in the maximum rank score (Table 4). This illustrates the superior performance of the Field (Boosting) model in predicting $K_s$. Moreover it should be noted that the addition of $\rho_b$ as one of the inputs resulted in deterioration of the field-scale models performance during testing, although there was significant improvement during training (Table 4). This illustrates that the generalization property of the field-scale models is affected when $\rho_b$ is considered as one of the inputs. Nevertheless, the addition of $\rho_b$ as one of the inputs to the Rosetta model improved its performance during testing in terms of RMSE and MR, but deteriorated its performance in terms of MRE and the uncertainty estimate. The reason for the poor performances in the field-scale and Rosetta models is that $\rho_b$ is poorly correlated to $K_s$ at the Alvena site ($R^2 = 0.01$). Figures 4 and 5 show the scatter plots between the measured and computed $K_s$ using different models when SSC and SSC + $\rho_b$ were used as inputs. From Fig. 4 and 5, it can be seen that the Rosetta model performed poorly in predicting $K_s$. Nevertheless, the performance of the local models was relatively better.

In general, it is observed that the performance of the neural network models in estimating $K_s$ for the Smeaton dataset was better (less prediction errors) than that of the Alvena dataset. This is because soil hydraulic property depends on soil texture and soil structure. Soil structure in a sandy soil is dominantly single grained (or sometimes referred to as structureless). Hence substantial difference in $K_s$, due to soil structure, is unlikely in sandy soils. Nevertheless, soil structure in clay loam soil can be blocky, which in addition to soil texture, can introduce substantial difference in $K_s$. Since the neural network models consider only the soil texture, the better performance of the neural network models in sandy soils is expected.
Although the field-scale models outperformed Rosetta in both cases of the Smeaton (Table 3) and the Alvena (Table 4), the better performance of the field-scale models against Rosetta was more pronounced in the case of Alvena than in Smeaton. At the Smeaton site, the field-scale models had around 11% reduction in RMSE, 20% reduction in MRE, and 47% reduction in MR and 75% reduction in uncertainty when SSC were used as input. At the Alvena site, field-scale models had about 45% reduction in RMSE, 26% reduction in MRE, 74% reduction in MR, and 10% reduction in uncertainty when SSC were used as inputs. This may be due to the following reason: The soil type is sandy loam in Smeaton and silty-clay-loam in Alvena. Compared with the silty clay-loam soils, sandy soils are better represented in the training dataset of Rosetta (Schaap et al., 2001). Hence the performance of Rosetta was relatively better in the Smeaton case-study. The above finding is of particular significance because it reiterates the importance of the choice of proper training dataset. It can be concluded that the neural network model trained even on a small set of relevant data, when available, is better than training the neural network model with large but more general dataset. This finding is supported by Nemes et al. (2003). Moreover, the field-scale models are more parsimonious than Rosetta as the number of hidden neurons is six in Rosetta, and is two in the field-scale models. For both the case studies, the inclusion of \( \rho_b \) as one of the input parameters to the field-scale models improved the performance of the models in terms of error estimates. However the uncertainty of the model predictions increased. Hence for the field-scale models, SSC is found to be the optimal combination of inputs.

As hypothesized, the boosting algorithm performs better than the bagging algorithm, which has been conventionally adopted in neural network modeling of soil hydraulic parameters. For both the case studies, the Field(Boosting) model resulted in a considerably less MR value than the Field(Bagging) model. This illustrates that the neural network model using boosting algorithm is less biased. This can be attributed to the ability of the boosting algorithm to focus and learn hard patterns, which in turn improves the performance of the neural network models. Unlike the bagging algorithm, which is largely a variance reduction method, the boosting algorithm is shown to reduce both bias and variance of the model. After each network in the ensemble is trained, the training samples with large errors have their weights increased while the training samples with small errors have their weights reduced for the purpose of training the next network in the ensemble. In this way, the boosting algorithm attempts to reduce the bias of the most recent network in the ensemble by focusing more on the training samples that have larger prediction errors.

In this study, we evaluated the performance of Rosetta, Field(Bagging), and Field(Boosting) models based on their ability in predicting the saturated hydraulic conductivity at field scales. More uncertainty analysis regarding the applicability of the neural networks predicted values in modeling the hydrological processes is beyond the scope of this study. Global models have wide applicability, but are found to perform poorly in field scale studies. Nevertheless, the most practical environmental and agricultural applications are at field scales. In this regard, the study is unique in that the performance of the ANNs models in predicting \( K_s \) at field scale

### Table 4. Performance statistics of different models on the Alvena dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training RMSE</th>
<th>MRE</th>
<th>MR</th>
<th>Uncertainty</th>
<th>RMSE</th>
<th>MRE</th>
<th>MR</th>
<th>Uncertainty</th>
<th>Rank score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosetta</td>
<td>0.92</td>
<td>0.40</td>
<td>0.81</td>
<td>0.11</td>
<td>0.36</td>
<td>0.28</td>
<td>0.09</td>
<td>0.12</td>
<td>0.88</td>
</tr>
<tr>
<td>Field (Bagging)</td>
<td>0.38</td>
<td>0.20</td>
<td>-0.09</td>
<td>0.10</td>
<td>0.36</td>
<td>0.28</td>
<td>-0.17</td>
<td>0.10</td>
<td>0.88</td>
</tr>
<tr>
<td>Field (Boosting)</td>
<td>0.38</td>
<td>0.20</td>
<td>-0.08</td>
<td>0.12</td>
<td>0.36</td>
<td>0.28</td>
<td>-0.19</td>
<td>0.12</td>
<td>0.88</td>
</tr>
</tbody>
</table>
is explored. While one cannot extrapolate field-scale models to drastically different fields, field-scale models reduce the number of measurements required for that field. Also, in this study we illustrated the robustness of boosting algorithms in improving the generalization property of neural network models. Compared with the networks implementing the bagging algorithm, the neural network models implementing the boosting algorithm were shown to produce networks with less bias.

CONCLUSIONS

The study investigated the utility of neural network models in predicting the saturated hydraulic conductivity at field scale. Two different case-studies with different soil types were considered for the analysis. Two different ensemble neural network models, one using bagging algorithm and the other using boosting algorithm were developed and tested on the two case-studies. The performance of the field-scale artificial neural network models were compared with the published neural network program, Rosetta.

For both the case-studies, the field-scale neural network models performed better than the Rosetta model. This emphasizes that a neural network model trained even on a small set of relevant data, when available, is better than training a neural network model with a large but more general data set. For both the field-scale models, the inclusion of $p_0$ as one of the inputs to the neural networks increased the uncertainty in the model predictions.

In contrast to most of the earlier studies that employed bagging algorithm to improve the performance of the neural network models in predicting the soil hydraulic properties, the study demonstrated the superior performance of the boosting algorithm based ensemble networks in modeling the saturated hydraulic conductivity at field scale. The Field(Boosting) model consistently resulted in less mean residual values than the Field (Bagging) model indicating the lower bias associated with the former model. Compared with the bagging algorithm, the boosting algorithm reduced both the bias and variance of the neural network models. The utility of the boosting algorithm in improving the performance of the neural network models with regards to modeling soil hydraulic parameters needs to be further explored on large scale databases.
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